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Abstract
In this paper, we consider an insurance company that is active in multiple dependent 
lines. We assume that the risk process in each line is a Cramér–Lundberg process. 
We use a common shock dependency structure to consider the possibility of simul-
taneous claims in different lines. According to a vector of reinsurance strategies, 
the insurer transfers some part of its risk to a reinsurance company. Our goal is to 
maximize our objective function (expected discounted surplus level integrated over 
time) using a dynamic programming method. The optimal objective function (value 
function) is characterized as the unique solution of the corresponding Hamilton–Jac-
obi–Bellman equation with some boundary conditions. Moreover, an algorithm is 
proposed to numerically obtain the optimal solution of the objective function, which 
corresponds to the optimal reinsurance strategies.

Keywords  Cramér–Lundberg process · Common shock · Dynamic programming 
principle · Reinsurance

1  Introduction

Stochastic control is an important area of research which has many applications in 
insurance. In particular, stochastic control is widely used to control the risk pro-
cesses of insurance companies based on their reinsurance strategies. A reinsurance 
strategy is used by insurance companies to transfer some part of their risk to another 
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insurance company. An important challenge for an insurance company is to optimize 
its reinsurance strategies. One approach for solving this problem which is widely 
used in the literature, is minimizing the ruin probability with respect to the reinsur-
ance strategy. This approach was first studied in Schmidli [13] that assumed a Cra-
mér–Lundberg risk process and a proportional reinsurance strategy. The approach 
presented in Schmidli [13] was extended to the excess of loss reinsurance strat-
egy by Hipp and Vogt [6]. The same problem as Hipp and Vogt [6] was consid-
ered by Schmidli [14] and Taksar and Markussen [15]; however, it was based on the 
assumption that the risk process was the diffusion process. More recently, Cani and 
Thonhauser [4] and Cani [3] used a different objective function to find the optimum 
reinsurance strategy. In these works, the expected discounted surplus level function 
introduced by Højgaard and Taksar [7] and Højgaard and Taksar [8] is used as the 
objective function. Furthermore, a variety of optimization techniques has also been 
studied in Beveridge, Dickson, and Wu [2], Meng and Siu [10], Azcue and Muler 
[1], Eisenberg and Schmidli [5], Tamturk and Utev [16], Tan,Wei,Wei, and Zhuang 
[17], Preischl and Thonhauser [11] and Salah and Garrido [12] to find the optimum 
reinsurance strategy.

However, all mentioned works only focus on insurance companies active in just 
one line of business where the insurance company has only one type of reinsurance 
strategy for all its risks. Nonetheless, in practice, most insurance companies are usu-
ally active in more than just one line of business. These lines could be dependent 
such that controlling each line individually will not yield a global optimum result. 
Recently, Masoumifard and Zokaei [9] used the survival probability as the objective 
function to find a vector of optimal dynamic reinsurance strategies for an insurance 
company that operates on multiple independent lines.

In this work, we consider a common shock dependency structure for modeling the 
surplus process of a reinsurance company. Similar to Cani and Thonhauser [4], the 
expected discounted surplus level integrated over time is considered as our objective 
function. Our aim is to maximize this objective function with respect to a vector of 
reinsurance strategies.

In Sect. 2, a risk model for the surplus process with the common shock depend-
ency structure is presented. The main results are stated in Sect.  3. In Sect.  4, a 
numerical algorithm for finding the optimal reinsurance strategies and the value 
function is explained. Finally, Sect. 5 provides the concluding remarks.

2 � Common shock model

Consider an insurance company that operates on n dependent insurance lines. In 
practice, claims can occur simultaneously in several lines. For example, a car acci-
dent can cause damage both to the car and the driver as well. Hence, we assume that 
there are m sources as such that an occurrence in each source causes a claim in one 
or several lines. Figure  1 shows an example with four sources and three lines. In 
this example, sources 1 and 2 each makes claims only in one line; however, source 
3 produces a claim in lines 2 and 3 simultaneously, and source 4 causes a claim in 
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all lines. It should be noted sources 1 and 4 each makes a claim in the first line, but 
these claims can have different probability distributions.

More precisely, consider a probability space (Ω, E,P) . In this space, we consider 
independent Poisson processes {Ni(t) ∶ t ≥ 0} with parameters �i for the frequency of 
events in source i ∈ {1, 2,…m} . We denote the kth claim size from source i on line j, 
by the random variable Yijk . We assume {Yijk ∶ i ∈ {1,… ,m}, j ∈ Ai, k ∈ ℕ} 
are independent random variables with cumulative distribution functions FY

ij
 and 

finite means �ij , where Ai ⊂ {1, 2,… , n} is the set of lines affected by the source i. 
Therefore, the total amount of claims caused by the source i until time t is:

Given an initial capital x, then the surplus of the insurance company at time t is

where, p is the premium rate and is calculated using the expected value principle 
with relative safety loadings 𝜂j > 0 that is:

in which IA(x) is the indicator function.

2.1 � Reinsurance

In this subsection, we define reinsurance strategies for a company with n lines of 
business. First consider the filtration F = {Ft ∶ t ≥ 0} , where Ft is the �-algebra 
generated by {X(s) 0 ≤ s ≤ t}.

A reinsurance strategy is a multivariate stochastic processes U = {U(t) = (U1(t),

… ,U
n
(t)) ∶ t ≥ 0} . If at time t = t1 we have a claim of size Y =

∑
j∈Ai

Yijk from the source 
i, then the reinsurance company covers Y −

∑
j∈Ai

rj
�
Uj(t1), Yijk

�
 , where the functions 

Ni(t)∑
k=1

∑
j∈Ai

Yijk i = 1,… ,m.

(1)X(t) = x + p t −

m∑
i=1

Ni(t)∑
k=1

∑
j∈Ai

Yijk,

(2)p =

n∑
j=1

pj, pj = (1 + �j)

m∑
i=1

�i�ijIAi
(j),

S1

S2

S3

S4

L1

L2

L3

Fig. 1   An example of common shock model with m = 4 sources and n = 3 lines. A1 = {1} , A2 = {2} , 
A3 = {2, 3} and A4 = {1, 2, 3}
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0 ≤ rj(u, y) ≤ y are continuous and increasing in y. We say that U is admissible if for 
j = 1, 2,… , n , the functions (�, t, y) → rj

(
Uj(�, t), y

)
 are E × B × B measurable and 

functions � →

∑
j∈Ai

rj
�
Uj(�, t), y

�
 are Ft− measurable for every t ≥ 0 and y ≥ 0 . We 

denote the set of all admissible strategies by R . In this paper, we consider each line 
can have one of the following reinsurance contracts: 

(1)	 Proportional: rP(u, y) = uy, u ∈ U
P = [0, 1].

(2)	 Excess of loss (XL): rXL(u, y) = min(u, y), u ∈ U
XL = [0,∞].

Using (1), the surplus process controlled by reinsurance strategy U is given by

where �ik is the time of the kth claim from the source i. We use the expected value 
principle for calculating the premium:

and

where, 𝜃j > 𝜂j is the safety loading factor and p is defined in (2) and U ⊂ ℝ
n is the 

set U = U1 × U2 ×⋯ × Un. For proportional lines we have Uj = [0, 1] and for excess 
of loss Uj = [0,∞].

2.2 � The value function

Given a reinsurance strategy U and an initial surplus x ≥ 0 , similar to Cani and 
Thonhauser [4], we define the following objective function:

where �
U

 is the time of ruin

and 𝛿 > 0 is a discount rate. This function is known as expected discounted surplus 
level integrated over time. The value function is given by (5)

(3)X
U
(t) = x + ∫

t

0

p(U(s))ds −

m∑
i=1

Ni(t)∑
k=1

∑
j∈Ai

rj
(
Uj(�

−
ik
), Yijk

)
,

p(u) = p −

n∑
j=1

qj(uj), u ∈ U

qj(uj) = (1 + �j)

m∑
i=1

�iE
(
Yijk − rj

(
uj, Yijk

))
IAi
(j),

(4)
V
U
(x) = E

(
∫

�
U

0

e−�sX
U
(s)ds||XU

(0) = x

)

= Ex

(
∫

�
U

0

e−�sX
U
(s)ds

)
,

𝜏
U
= inf

{
t ≥ 0 ∶ X

U
(t) < 0

}
,
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and the optimal reinsurance strategy U∗ is such that V = VU∗ .

Similar to Proposition 1, Lemmas 1 and 2 of Cani and Thonhauser [4] it is easy 
to see that the value function V(x) is strictly increasing, locally Lipschitz continuous; 
therefore, absolutely continuous, and for all x ≥ 0 we have

3 � Hamilton‑Jacobi‑Bellman equation

To be able to solve (5) using methods of dynamic programming and to further ensure 
the optimality of the solution, we first need to find the Hamilton–Jacobi–Bellman 
equation associated to V(x).

Lemma 1  The value function V(x) is a.e. a solution to:

where

and � =
∑m

i=1
�i and Fu

i
(z) is the cumulative distribution function of 

∑
j∈Ai

rj(uj, Yijk).

Proof  Because the proof is similar to the proof of Lemma 3 of Cani and Thonhauser [4], 
we only identify the infinitesimal generator of (3) controlled by the constant strategy 
u = (u1,… , un) . Consider Zi =

∑
j∈Ki

r(uj, Yij) . Similar to page 10 of Azcue and Muler 
[1], define B0 = {N1(t) = 0,… ,Nm(t) = 0} , Bi = {Ni(t) = 1,Nk(t) = 0 ∀k ≠ i} for 
i = 1, 2,… ,m and Bm+1 =

(
∪m
j=0

Aj

)c

 , we have the following relation

where I is the indicator function. Therefore

and

(5)V(x) = sup
U∈R

V
U
(x),

(6)
x

𝛿
< V(x) ≤ x

𝛿
+

p

𝛿2
.

(7)sup
{u∈U|p(u)≥0}

Hg(x, u) = 0,

Hg(x, u) = x + p(u)g�(x) − (� + �)g(x) +

m∑
i=1

�i ∫
x

0

g(x − z) dFu

i
(z),

E
(
g
(
X
u
(t)
))

=

m+1∑
j=0

E
(
g
(
X
u
(t)
)
IBj

)

= g(x + p(u)t)e−�t +

m∑
j=1

E
(
g
(
X
u
(t)
)
IBj

)
+ o(t),

lim
t→0+

g(x + p(u)t)e−�t − g(x)

t
= p(u)g�(x) − �g(x),
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Therefore

So the infinitesimal generator is

Now we can simplify 
∑m

i=1
�i ∫ x

0
g(x − z) dFu

i
(z) as:

where Fu(z) =
1

�

∑m

i=1
�iF

u

i
(z) . Therefore AX

u
g(x) is similar with the one in the proof 

of Lemma 3 of Cani and Thonhauser [4] and so the continuation of the proof is sim-
ilar. 	�  ◻

Remark 1  Suppose that x is such that V �(x) exists. Since HV (x, u) is continuous in 
u and {u ∈ U|p(u) ≥ 0} ⊂ ℝ

n is compact, there exists the pointwise maximizer 
u
∗(x) = (u∗

1
(x),… , u∗

n
(x)) such that HV (x, u

∗(x)) = 0 . Therefore

By (6), we have V(x) > x∕𝛿 , and since V(x) is increasing, we can write

Therefore p(u∗(x))V �(x) > 0 which means p(u∗(x)) > 0 . So V(x) is also an a.e. solu-
tion to

where

Also, if g(x) is absolutely continuous, (8) is equivalent to

E
(
g
(
X
u
(t)
)
IBi

)
= �i ∫

t

0

e−�is ∫
x+p(u)s

0

g(x + p(u)s − z) dFu

i
(z) ds.

lim
t→0+

E
(
g
(
X
u
(t)
)
IBi

)

t
= �i ∫

x

0

g(x − z) dFu

i
(z).

AX
u
g(x) = p(u)g�(x) − �g(x) +

m∑
i=1

�i ∫
x

0

g(x − z) dFu

i
(z).

m∑
i=1

�i ∫
x

0

g(x − z) dFu

i
(z) = � ∫

x

0

g(x − z) dFu(z),

p(u∗(x))V �(x) = (� + �)V(x) − x −

m∑
i=1

�i ∫
x

0

V(x − z) dF
u
∗(x)

i
(z).

(𝛿 + 𝛽)V(x) − x −

m∑
i=1

𝛽i �
x

0

V(x − z) dF
u
∗(x)

i
(z) ≥ 𝛿V(x) − x > 0.

(8)g�(x) = Dg(x),

Dg(x) = inf
{u∈U�p(u)>0}

(𝛿 + 𝛽)g(x) − x −
∑m

i=1
𝛽i ∫ x

0
g(x − z) dFu

i
(z)

p(u)
.
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Lemma 2  If g1(x) and g2(x) are two absolutely continuous solutions of (8) such that 
g1(0) ≤ g2(0) , then h(x) = g2(x) − g1(x) is a non decreasing function.

Proof  Define

Note that p(u) ≤ p , Jg2 (x, u) is continuous in u and {u ∈ U|p(u) ≥ 0} is compact. 
Assume that u(2)(x) = (u

(2)

1
(x),… , u(2)

n
(x)) is the pointwise minimizer for g2(x) i.e.

We have

Now by contradiction we prove that for all x ≥ 0 we have supz∈[0,x] h(z) = h(x) . 
Assume that there exists x, such that supz∈[0,x] h(z) > h(x) . Since h(x) is continu-
ous, there exists 0 ≤ x0 < x , such that supz∈[0,x] h(z) = h(x0) > h(0) ≥ 0 . Since h(x) 
is a continuous function and h(x0) > 0 , there exist 0 < 𝜖 < x − x0 such that for 
z ∈ [x0, x0 + �) we have (𝛿 + 𝛽)h(z) − 𝛽h(x0) > 0 . So by (10), for z ∈ [x0, x0 + �) we 
have

But by (9) h(x0 + 𝜖) = h(x0) + ∫ x0+𝜖

x0

(
Dg2(z) −Dg1(z)

)
dz > h(x0) which is a con-

tradiction. This contradiction proves that for all x ≥ 0 , supz∈[0,x] h(z) = h(x) . 	�  ◻

Lemma 3  If g1(x) and g2(x) are two absolutely continuous solutions of (8) such that 
g1(0) = g2(0) , then for all x ≥ 0 we have g1(x) = g2(x).

(9)g(x) = g(x0) + ∫
x

x0

Dg(z) dz.

Jg(x, u) =
(� + �)g(x) − x −

∑m

i=1
�i ∫ x

0
g(x − z) dFu

i
(z)

p(u)
.

Jg2 (x, u
(2)(x)) = inf

{p(u)>0}
Jg2 (x, u) = Dg2(x).

(10)

Dg2(x) −Dg1(x) ≥ Jg2(x, u
(2)(x)) − Jg1 (x, u

(2)(x))

=
(� + �)h(x) −

∑m

i=1
�i ∫ x

0
h(x − z) dF

u
(2)(x)

i
(z)

p(u(2)(x))

≥ (� + �)h(x) − � supz∈[0,x] h(z)

p
.

Dg2(z) −Dg1(z) ≥ (𝛿 + 𝛽)h(z) − 𝛽h(x0)

p
> 0.



566	 M. Azarbad et al.

1 3

Proof  From Lemma 2, we know that both h(x) = g2(x) − g1(x) and 
−h(x) = g1(x) − g2(x) are non decreasing. Therefore h(x) is a constant function. So 
h(x) = h(0) = 0 . 	�  ◻

In the next theorem we prove that V(x) is the only solution of (8) which satisfies 
the inequality (6).

Theorem  1  V(x) is the unique absolutely continuous solution of (8) with 
g(0) = V(0) . If g1(x) and g2(x) are two absolutely continuous solutions of (8) such 
that g1(0) < V(0) < g2(0) , then there exists x0 such that for x > x0 we have g1(x) <

x

𝛿
 

and g2(x) >
x

𝛿
+

p

𝛿2
.

Proof  By Lemma 1, V(x) is a solution to (8) and by Lemma 3 it is unique. From 
Lemma 2 we know h1(x) = V(x) − g1(x) and h2(x) = g2(x) − V(x) are two non 
decreasing functions. By using (10) for all x ≥ 0 , we have

and

Therefore by (9)

and

So using the inequality (6), V(x) − x

�
≤ p

�2
 and V(x) −

(
x

�
+

p

�2

) ≥ −
p

�2
 . Therefore

and

Therefore if x > p∕𝛿2−h1(0)

𝛿h1(0)∕p
 then, g1(x) <

x

𝛿
 and if x > p∕𝛿2−h2(0)

𝛿h2(0)∕p
 , then g2(x) >

x

𝛿
+

p

𝛿2
 . 	

� ◻

DV(x) −Dg1(x) ≥ 𝛿h1(x)

p
≥ 𝛿h1(0)

p
> 0,

Dg2(x) −DV(x) ≥ 𝛿h2(x)

p
≥ 𝛿h2(0)

p
> 0.

h1(x) = h1(0) + �
x

0

[
DV(z) −Dg1(z)

]
dz ≥ h1(0) +

�h1(0)

p
x,

h2(x) = h2(0) + �
x

0

[
Dg2(z) −DV(z)

]
dz ≥ h2(0) +

�h2(0)

p
x.

g1(x) −
x

�
= V(x) −

x

�
− h1(x) ≤ p

�2
− h1(0) −

�h1(0)

p
x,

g2(x) −
(
x

�
+

p

�2

)
= V(x) −

(
x

�
+

p

�2

)
+ h2(x)

≥ −
p

�2
+ h2(0) +

�h2(0)

p
x.
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Lemma 4  If V(x) has a Radon–Nikodym derivative v(x) such that limx→∞ v(x) exists, 
then limx→∞ v(x) = 1∕�.

Proof  Since V(x) is absolutely continuous, by the Radon–Nikodym theorem, there 
exists a bounded Lebesgue integrable function v(x) such that

Therefore v(x) < K and assume L ∶= limx→∞ v(x) . Let 𝜖 > 0 , we can find x0 
such that if x > x0 then |v(x) − L| < 𝜖∕3 . Assuming x large enough we also have 
V(0)+Kx0

x
< 𝜖∕3 . Therefore

Therefore limx→∞ v(x) = limx→∞
V(x)

x
 . But by (6) we know that limx→∞

V(x)

x
= 1∕� . 	

� ◻

Remark 2  If we assume that V(x) is a concave function , then V(x) has a decreasing 
Radon–Nikodym derivative and therefore Lemma 4 holds.

Remark 3  Note that even if V(x) is differentiable, from limx→∞
V(x)

x
= 1∕� , we can 

not reach the conclusion that limx→∞ V �(x) = 1∕� . For example consider differenti-
able, Lipschitz continuous and strictly increasing function g(x) = a +

x

�
+

sin x

2�
 . We 

have g(x)∕x → 1∕� but limx→∞ g�(x) does not exists.

The next Theorem is important from a practical point of view. In this theorem 
we prove that at least in lines with proportional reinsurance, for large x, the opti-
mal strategy is such that there is no need for reinsurance.

Theorem 2  If Yijk has probability density function fij(x) with E(Yijk) < ∞ and the line 
� is proportional i.e. r

�(u, y) = uy , and V(x) has a Radon–Nikodym derivative v(x) 
with a limit at infinity, then there exists x1 > 0 such that if x > x1 then HV (x, u) 
defined in (7) is an increasing function with respect to u

�
 on (u

�
, 1] for every 

0 < u
�
< 1.

Proof  Since V(x) is absolutely continuous, HV (x, u) is a.e. differentiable with respect 
to u

�
 . We show that 𝜕

𝜕u
�

HV (x, u) > 0 a.e. u
�
∈ (u

�
, 1] . It is easy to see that

V(x) = V(0) + ∫
x

0

v(u) du.

||||
V(x)

x
− v(x)

|||| =
V(0)

x
+

1

x �
x0

0

|v(u) − v(x)| du + 1

x �
x

x0

|v(u) − v(x)| du

≤ V(0) + Kx0

x
+

1

x �
x

x0

(|v(u) − L| + |L − v(x)|) du

≤ 𝜖∕3 + 2
x − x0

x
𝜖∕3 < 𝜖.
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and (almost everywhere)

where I
�
=
{
i ∈ {1, 2,… ,m}|� ∈ Ai

}
 . Fix i ∈ I

�
 and define S =

∑
j∈Ai

ujYij and 
S
�
=
∑

j∈Ai,j≠� ujYij . Since E(Yij) < ∞ , limx→∞ xfYij (x) = 0 and by the dominated 
convergence theorem we have limx→∞ E

(
YijI{S>x}

)
= 0 . Therefore by (4), for 𝜖 > 0 

we can find x0 such that if x > x0 we have

and x1 > x0 , such that if x > x1 we have

Note that ∫ x

0
V(x − z) dFu

i
(z) = E

[
V(x − S)I{S≤x}

]
 , by conditioning on S

�
 we have

Therefore

Note that ∫ x

0
fYi�

(
x−z

u
�

)
fS

�
(z)dz = u

�
fS(x) and ∫ x

0
zfYi�

(
x−z

u
�

)
fS

�
(z)dz ≥ 0 and therefore

and

𝜕

𝜕u
�

p(u) = (1 + 𝜃
�
)
∑
i∈I

�

𝛽i𝜇i� > 0,

�

�u
�

m∑
i=1

�i ∫
x

0

V(x − z) dFu

i
(z) =

∑
i∈I

�

�i
�

�u
�
∫

x

0

V(x − z) dFu

i
(z),

xfYij (x) < 𝜖, |v(x) − 1∕𝛿| < 𝜖,

E
(
YijI{S>x−x0}

)
< 𝜖.

E
[
V(x − S)I{S≤x}

]
= �

∞

0

E
[
V
(
x − S

�
− u

�
Yi�

)
I{S�+u�Yi�≤x}|S� = z

]
fS

�
(z)dz

= �
x

0

E
[
V
(
x − z − u

�
Yi�

)
I{u�Yi�≤x−z}

]
fS

�
(z)dz

= �
x

0 �
x−z

u�

0

V
(
x − z − u

�
y
)
fYi� (y) dyfS� (z)dz.

�

�u
�
∫

x

0

V(x − z) dFu

i
(z) = −∫

x

0

[
x − z

u2
�

V(0)fYi�

(
x − z

u
�

)]
fS

�
(z)dz

− ∫
x

0 ∫
x−z

u�

0

yv
(
x − z − u

�
y
)
fYi� (y) dyfS� (z)dz

= −C1 − C2.

C1 ≤ xV(0)

u
�

fS(x) <
V(0)𝜖

u
�
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So if x > x1,

Therefore if � is small enough, then for almost all u
�
∈ (u

�
, 1] , 𝜕

𝜕u
�

HV (x, u) > 0 . 	�  ◻

Corollary 1  Under assumptions of Theorem 2, there exist x0 such that if x > x0 then

4 � Numerical solution and examples

To find the optimal value function, we must first find V(0). Using Theorem 1 and 
Lemma 4, we have provided a method to numerically obtain a solution of (8) that 
satisfies the inequality (6), and therefore by Theorem 1, it is the value function 
V(x).

Consider small numbers Δx > 0 , e > 0 and positive integer m. By inequality 
(6) we have V(0) ∈

[
0,

p

�2

]
 . Using finite difference method we find a solution g1(x) 

of (8) with g1(0) =
0+

p

�2

2
=

p

2�2
:

C2 = �
x

0 �
x−z

u�

0

yv
(
x − z − u

�
y
)
I{z+u

�
y≤x−x0}fYi� (y) dyfS� (z)dz

+ �
x

0 �
x−z

u�

0

yv
(
x − z − u

�
y
)
I{z+u

�
y>x−x0}

fYi� (y) dyfS� (z)dz

≤ �
x

0 �
x−z

u�

0

y
(
1

𝛿
+ 𝜖

)
I{z+u

�
y≤x−x0}fYi� (y) dyfS� (z)dz

+ KE
(
Yi�I{S>x−x0}

)

≤ (
1

𝛿
+ 𝜖

)
𝜇i� + KE

(
Yi�I{S>x−x0}

)
.

�

�u
�

HV (x, u) =
�

�u
�

p(u)v(x) +
�

�u
�

m∑
i=1

�i �
x

0

V(x − z) dFu

i
(z)

≥ (1 + �
�
)
∑
i∈I

�

�i�i�

(
1

�
− �

)
− C1 − C2

≥ �

�u
�

p(u)v(x) −
∑
i∈I

�

[
�iV(0)�∕u� − �i

(
1

�
+ �

)
E(Yi�) − K�

]

≥ ∑
i∈I

�

[
(1 + �

�
)�i�i�

(
1

�
− �

)
− �iV(0)�∕u� − �i

(
1

�
+ �

)
�i� − K�

]

≥ ∑
i∈I

�

[
�
�
�i�i�

�

]
−
∑
i∈I

�

[
(1 + �

�
)�i�i� + �iV(0)∕u� + �i�i� + K

]
�.

sup
pj(rj)>0

H(x, u1, u2,… , un) = H(x, 1, 1,… , 1).
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Therefore we can approximate a solution of (8) at x = 0,Δx, 2Δx,… . We continue 
increasing i until one of the following conditions occurs: 

1.	 g1(i
∗Δx) <

i∗Δx

𝛿
 and iΔx

�
≤ g1(iΔx) ≤ iΔx

�
+

p

�2
 for i ∈ {0, 1,… i∗ − 1}.

2.	 g1(i
∗Δx) >

i∗Δx

𝛿
+

p

𝛿2
 and iΔx

�
≤ g1(iΔx) ≤ iΔx

�
+

p

�2
 for i ∈ {0, 1,… i∗ − 1}.

3.	 |||Dg1(iΔx) −
1

𝛿

||| < e for i ∈ {i∗, i∗ + 1,… i∗ + m} , and iΔx
�

≤ g1(iΔx) ≤ iΔx

�
+

p

�2
 for 

i ∈ {0, 1,… i∗ + m}.

If condition 3 occurs, we accept g1(x) as an approximation of the value function. If con-
dition 1 occurs, from Theorem  1 we conclude that g1(0) < V(0) and therefore 
V(0) ∈

[
p

2�2
,
p

�2

]
 ; thus, we must find another solution g2(x) with g2(0) =

p

2�2
+

p

�2

2
 . On the 

other hand if condition 2 occurs, g1(0) > V(0) and therefore V(0) ∈
[
0,

p

2�2

]
 ; hence, we 

must find another solution g2(x) with g2(0) =
0+

p

2�2

2
.

By repeating the above steps we can identify an approximation for the value func-
tion. In the following example, we explain this numerical algorithm.

Example 1  Consider a company that operates on two lines with three sources of 
claims A1 = {1} , A2 = {2} and A3 = {1, 2} . Using the model presented in relation 
(3), the capital process can be written as follows.

(11)
g1(0) =

p

2𝛿2
, Dg1(0) = inf

{u∈U|p(u)>0}
(𝛿 + 𝛽)g1(0)

p(u)
,

g1((i + 1)Δx) ≈ g1(iΔx) +Dg1(iΔx)Δx, i = 0, 1,… .
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Assume light tail distribution Γ(3, 1.25) for Y1k , heavy tail distribution 
Weibull(2,  0.5) for Y2k , Y31k ∼ Exp(0.25) , Y32k ∼ Exp(0.5) , �1 = 5 , �2 = 6 , �3 = 4 , 
�1 = �2 = 0.25 , �1 = �2 = 0.3 and � = 0.15 . We apply the proportional strategy to 
the first and the excess of loss strategy to the second line, respectively:

It is easy to see that the distribution of u1Y31k +min(Y32k, u2) is

Now, we must find a solution of (8) that satisfies the inequality (6). From inequal-
ity (6), we have 0 < V(0) < p∕𝛿2 = 5333.3 . By solving (8) with initial value 
g(0) = (0 + 5333.3)∕2 = 2666.7 , we have g(x) > x∕𝛿 + p∕𝛿2 for large x. Thus, 
by Theorem 1, 0 < V(0) < 2666.7 . Therefore, we choose 2666.7 as the new upper 
bound for V(0) and repeat the above procedure until the inequality (6) is met. Note 
that we can only check (6) on [0, xM] for some large xM . To overcome this problem, 
we have used condition 3 and therefore xM = (i∗ + m)Δx.

The steps of the Algorithm 1 are available in Table 1. Also the value function and 
all iterations of the Algorithm 1 are presented in Fig. 2.

In Fig. 3 we can see the optimal reinsurance strategies. As expected from Theo-
rem 2, in Fig. 3a, for x > 22.8 , we have u∗

1
(x) = 1.

X(t) = x + ∫
t

0

p(U1(s),U2(s))ds −

N1(t)∑
k=1

r1
(
U1(�

−
1k
), Y1k

)

−

N2(t)∑
k=1

r2
(
U2(�

−
2k
), Y2k

)
−

N3(t)∑
k=1

[
r1
(
U1(�

−
3k
), Y31k

)
+ r2

(
U2(�

−
3k
), Y32k

)]
.

r1(y, u) = uy, r2(y, u) = min(u, y).

F
(u1,u2)

3
(x) = 1 −

⎧
⎪⎨⎪⎩

2u1e
−

x
4u1 −e

−
x
2

2u1−1
I(−∞,u2)

(x) +
2u1−e

u2
4u1

−
u2
2

2u1−1
e
−

x

4u1 I[u2,∞)(x) u1 ≠ 1

2
x+2

2
e
−

x

2 I(−∞,u2)
(x) +

u2+2

2
e
−

x

2 I[u2,∞)(x) u1 =
1

2

.

Table 1   Bisection steps for 
finding V(0)

Iteration Bound for V(0) g(0) g(x) for large x

1 (0000.0, 5333.3) g1(0) = 2666.7 g1(x) > x∕𝛿 + p∕𝛿2

2 (0000.0, 2666.6) g2(0) = 1333.3 g2(x) > x∕𝛿 + p∕𝛿2

3 (0000.0, 1333.3) g3(0) = 666.67 g3(x) > x∕𝛿 + p∕𝛿2

4 (0000.0, 666.66) g4(0) = 333.33 g4(x) > x∕𝛿 + p∕𝛿2

5 (0000.0, 333.33) g5(0) = 166.67 g5(x) < x∕𝛿

6 (166.66, 333.33) g6(0) = 250.00 g6(x) > x∕𝛿 + p∕𝛿2

7 (166.66, 250.00) g7(0) = 208.33 g7(x) < x∕𝛿

8 (208.33, 250.00) g8(0) = 229.17 g8(x) > x∕𝛿 + p∕𝛿2

9 (208.33, 229.17) g9(0) = 218.75 g9(x) satisfies (6)
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To examine the impact of different contracts in different lines, we repeat Exam-
ple 1 for the other combinations of contract types (Table 2).

Figure 4, has displayed functions VXL,XL(x) − VP,XL(x) , VXL,XL(x) − VXL,P(x) and 
VXL,XL(x) − VP,P(x) . As a result, the best combination is the excess of loss contract 
in both lines. Moreover, We have VP,XL(x) > VXL,P(x) . In Example 1, the second 
line has a heavy tail distribution for claim sizes, therefore it can be argued that it 

Fig. 2   Plot of g(x) for different g(0) in Table 1

Fig. 3   Optimal reinsurance strategies in Example 1

Table 2   Combinations of 
contract types

Line 1 Line 2 Value function

1 Excess of loss Excess of loss V
XL,XL(x)

2 Proportional Excess of loss V
P,XL(x) (Example 1)

3 Excess of loss Proportional V
XL,P(x)

4 Proportional Proportional V
P,P(x)
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is recommended to apply the excess of loss contracts, at least in lines which have 
heavy tail distributions.

To be able to compare the objective function used in this paper with the sur-
vival probability, in the next example, we have used the same settings as Example 
2 of Masoumifard and Zokaei [9]. Since claims can not occur simultaneously in 
Masoumifard and Zokaei [9], we assume A1 = {1} , A2 = {2} and A3 = {3}.

Example 2  Assume a company with three sources and three lines such that A1 = {1} , 
A2 = {2} and A3 = {3} . Consider the distribution F1(x) = 1 − e−0.5x for the claim 
sizes in the first line, F2(x) = 1 −

(
3

x+3

)3

 for the claim sizes in the second line and 
the mixture F3(x) = 0.7F1(x) + 0.3F2(x) for the claim sizes in the third line. Let 
�1 = 8 , �2 = 4 , �3 = 5 , �1 = 0.3 , �1 = 0.35 , �2 = 0.2 , �2 = 0.25 , �3 = 0.25 , �3 = 0.3 
and � = 0.005, 0.01, 0.05, 0.1, 0.2.

Using proportional reinsurance for all lines, we have solved the problem for two 
objective functions:

•	 Survival Probability S
U
(x) = 1 − P(𝜏

U
< ∞|X

U
(0) = x) , which is used in 

Masoumifard and Zokaei [9] (denoted by �
U
(x) ). The optimal survival probabil-

ity is S(x) = sup
U
S
U
(x)

•	 The value function used in this paper (defined by (4)).

Fig. 4   Impact of different contract types in Example 1
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We have calculated the followings:

•	 Optimal survival probability S(x) and its corresponding optimal strategy denoted 
by US(t) = u

S(X
U

S (t−)).
•	 The value function V(x) and its corresponding optimal strategy denoted by 

U
∗(t) = u

∗(X
U

∗ (t−)).
•	 The function (4) for reinsurance strategy US , i.e. V

U
S (x).

•	 Survival probability for our optimal strategy U∗ , i.e S
U

∗ (x).

Using objective function (4) instead of the survival probability gives us a better 
strategy from a practical point of view. That is, considering the survival probability 
as objective function, even for large x , a significant amount of reinsurance must be 
purchased (see Fig. 5). This results in a large amount of surplus being paid to the 
reinsurer in exchange for a slight increase in the probability of survival. However, 
according to Theorem 2 and Fig. 5, we see that in all cases adopting (4) as objec-
tive function leads to strategies that u∗(x) = 1 for large x and for larger � , the optimal 
strategy tends to 1 faster. In other words, there is no need for reinsurance when the 
surplus is large enough.

In Fig. 6 we can see a large difference between V(x) and V
U

S (x) and very small 
difference between S(x) and S

U
∗ (x) for small � . On the other hand for large � , the dif-

ference between S(x) and S
U

∗ (x) becomes larger. So using objective function (4) with 
small � can have some advantages over survival probability.

5 � Conclusion

In this paper, we have considered an insurance company that is active in multi-
ple lines as such that claims can occur simultaneously on several lines. A vector 
of dynamic reinsurance strategies has been derived as such that the expected dis-
counted surplus level integrated over time (objective function) is maximized. Using 
Theorem 1, we characterized the optimal objective function as the unique solution 
of the associated HJB equation that satisfies inequality (6). We also presented an 
algorithmic method for finding the value function numerically. Moreover, by com-
paring the objective function used in this paper with the survival probability, it is 
safe to conclude that using this objective function may have advantages over the 
survival probability.
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Fig. 5   Optimal strategies u∗(x) for � = 0.005, 0.01, 0.05, 0.1, 0.2 and uS(x) in Example 2
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